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Abstract and Motivation
With the advent of large-scale data clusters and their associated de-
ployment of hard drives, reliability has become a major consideration in 
the design and development of these systems. Fortunately, the release 
of drives that have broken the 1 TB capacity limit and beyond lessens 
the concern for storage efficiency in these systems and thus paves the 
way for replication, not parity, to become the favored manner in which 
to ensure data integrity and system reliability. The switch from parity to 
multi-way replication is being further encouraged by the wide adoption 
by such mission critical systems as Google’s File System (GFS), projects 
using Apache’s Hadoop File System (HDFS), video on demand services, 
and Geographic Information Systems (GIS). To successfully develop rep-
lication placement schemes for use in these systems, researchers have 
developed several data layouts such as mirroring, chained declustering, 
group-rotational declustering, random declustering, and our-develop-
ment in ICS’08: shifted declustering. Each data layout introduces a trad-
eoff between performance and reliability, a tradeoff that no research 
has as of yet attempted to quantify.

Prior research in replication was limited to studies of up to two rep-
licas due to a prior lack of need or feasibility for implementing three 
or more replicas resulting from the smaller capacity drives and small-
er scale disk arrays prevalent at the time. As previously stated, larger 
drives and larger storage systems are driving the number of needed 
replicas up thus causing us to reexamine the existing models and gen-
eralize them to work for k-way replication rather than a max of 2-way. 
We start by classifying the various replication data layouts as either 
type I (mirroring, as well as chained and group-rotational declustering) 
or type II (random and shifted declustering) with the difference being 
how we perform the calculation of the probability of loosing data on 
a given set of disks with  of these disks failed. In type I replication lay-
outs, this probability can be stochastically determined while in type II 
replication layouts, the value must be determined through random sam-
pling of simulation data. By generalizing the models of the replication 
systems, we could then proceed to analyze each data layout scheme’s 
overall reliability. We conclude that when used with a parallel recovery 
system, shifted declustering consistently outperforms the other layouts 
in terms of reliability when the same reserved recovery bandwidth is 
selected.

In addition to the benefits incurred in terms of reliability with replica-
tion based systems, there is an associated performance gain as a result 
of the increased parallelism available from these systems due to the 
inherent ability to read from the original as well as the copies simul-
taneously. However, the degree of parallelism is dependent upon the 
data layout in use by the storage system. The shifted declustering lay-
out scheme is capable of leveraging the maximum degree of parallelism 
for the number of replicas produced and therefore is able to not only 
admirably perform during normal use cases but also during degraded 
modes when a disk failure has occurred and repairs have to be / are 
being made to the storage system. Thus, shifted declustering not only 
provides reliability for mission critical data centers but delivers it with-
out compromising performance.

Overview of the Shifted Declustering Data Layout Scheme
The shifted declustering layout obtains optimal parallelism in a wide range 
of configurations. Flexibility in the system allows for any choice of available 
disks and number of replicas. 

Shifted declustering is designed with the following properties in mind:
1.) Distributed reconstruction which balances the workload under degrad-
ed operating conditions. 
2.) Maximal parallelism which ensures optimal performance during normal 
operating conditions.

Shifted declustering is inspired by chained declustering, which delivers maxi-
mal parallelism but not distributed reconstruction, because only neighbor-
ing disks can shoulder the workload from failed disks and as a result, be-
comes a performance bottleneck under degraded mode. This is due to its 
layout scheme which calls for distributing replicas strictly to consecutive 
disks. In response, the disk distances between replicas are expanded, one 
per iteration of the redundancy group number, to guarantee that all surviv-
ing disks share the workload resulting from a failed disk placing the system 
into degraded mode.

Example layout with 9 disks, and four redundancy groups:

Thus, shifted declustering is designed such that the following holds:
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Performance Evaluation
When operating in a normal operating environment, shifted declustering 
provides comparable performance with chained declustering, and both out-
performed all other data layout schemes. The performance itself was mea-
sured in terms of response time and is illustrated in the two result graphs 
below:

When operating in degraded mode, shifted declustering outperforms all 
other layouts in terms of both overall performance and bottleneck perfor-
mance (performance of the slowest disk). This is illustrated in the two re-
sult graphs shown below:

Reliability Analysis
When examining the reliability of mirroring, group-rotational declustering, 
chained declustering, shifted declustering, and random declustering, we as-
sume an aggressive parallel recovery scheme will be in use for all recovery 
options. During testing, a 10 KB/sec cap is applied for the recovery band-
width used per disk. In this setup, shifted declustering has the highest reli-
ability compared to all other schemes. Additionally, for all other schemes 
to match shifted declustering, more recovery bandwidth must be used per 
drive which impacts the performance of normal service requests that are 
also occurring at the same time. The diagram below illustrates the system 
reliability when 10 KB/sec is used per disk for recovery bandwidth and as 
shown shifted declustering maintains the highest reliability rating even as 
other schemes start to sharply drop off.
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q =

1, if n = 4
(n− 1)/2, if n is odd (1)

z =
a

n


(2)

y = (z%q) + 1 (3)
disk(a, i) = (a+ iy)%n (4)

offset(a, i) =
a

n


+ (k − 1)z + i = kz + i (5)

1

TABLE I
NOTATION SUMMARY

System configuration parameters
n Number of disks in the cluster
k Number of units per redundancy group
Parameters used in computation
a The address to denote a redundancy group
(a, i) The i-th unit in redundancy group a
q Number of iterations of a complete round

of layout
y, z Intermediate auxiliary parameters
Computation output
disk(a, i) The disk where the unit (a, i) is distributed
offset(a, i) The offset within disk(a, i) where the unit

(a, i) is distributed
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